CHANGING SPECIALISATION AND INTERDEPENDENCY OF EC-ECONOMIES 1959-1975

Jan Oosterhaven
Professor of Regional Economics, Department of Economics, University of Groningen,
P.O. Box 800, 9700 AV Groningen, The Netherlands.

ABSTRACT Lowering and abolishing internal tariffs and non-tariff barriers, establishing common external tariffs, common agricultural policy and other common industrial policies (i.e. European economic integration) should have a profound effect on economic interaction, both within and between the economies involved. This paper employs interregional input-output data to indicate whether or not and in what manner the interdependency within and between the economies of the six old EC-countries has changed over the years 1959, 1965, 1970 and 1975.

1. INTRODUCTION

Input-output tables have been used widely to investigate industrial structure and interaction, primarily at an intra-national and intra-regional level. Trade statistics have been used intensively to study the interaction between economies and the possible effects of lowering barriers to trade, almost exclusively at the international level. If both types of data sources are integrated, interregional or international input-output tables result.

The interesting question then arises whether such tables may be used fruitfully to study the interplay between intersectoral and international or interregional interdependencies. More specifically, one may ask if such tables may shed more light on the issue of the impacts of economic integration on trade and industrial structure, i.e. more light than may be shed by trade or sectoral composition data alone.

To answer this question, of course, requires data over different years. As changes in the industrial structure occur only in the long run, consistent tables would be needed for a relatively long period of time. At the interregional level within countries, trade data are notoriously absent or fragmentary. Hence, most interregional input-output tables cover only one year and either contain non-survey data or assume the same import coefficient to hold true for different consuming sectors in each region. Japan's interregional tables probably offer the only exception in this respect.

The situation at the international level (i.e. between countries) is not much better, except for the fact that trade data are generally more abundant and reasonably accurate. In Japan such data have been used to construct some bilateral full
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information input-output tables (see Ren Ruoen, 1993, for an overview). International input-output tables for more than two countries are rare and will mostly be of the limited information type, which uses the column trade coefficient assumption mentioned above (see Oosterhaven, 1984, for a classification of possible interregional tables). In Europe, the tables constructed by Schilderinck (1984) present a remarkable case, since they cover not only the five EC-countries, but also a four year spread over a long period of time (1959, 1965, 1970 and 1975). Moreover, their sectoral detail is considerable, with 30 sectors for 1959 and 1965 and 44 sectors for 1965, 1970 and 1975.

The next section briefly summarises the main characteristics of these tables and discusses their suitability for descriptive and explanatory analysis, with special attention to the possibility of testing international trade theory. Section 3 presents some first exploratory empirical outcomes based on the published data covering six sectors, followed in Section 4 with a summary of the EC-output multipliers. The final section concludes with some suggestions for further research that might be based on these data.

2. SCHILDERINCK’S TABLES

Data from different countries and statistics for different years are, unfortunately, mostly classified according to different rules. Analyses over time and space, however, require the use of comparable data. Hence, the first major problem in the construction of a comparable series of EC-intercountry input-output tables is one of nomenclature. Here we will discuss the major problems encountered (see Schilderinck, 1982, for a more detailed account).

For the classification of industries Schilderinck follows NACE-CLIO, the European input-output sector classification of Eurostat, which uses a redefinition of the general EC-classification of economic activities (NACE) in that each activity is defined in terms of a specific group of commodities according to the EC-classification for imports and exports (NIMEXE) (see Eurostat, 1979). For 1959 the West-German Eurostat table contains only 37 sectors which are not comparable with the 65 sectors in the 1959 tables for France, Italy, The Netherlands, Belgium and Luxembourg. Furthermore, the 1959 aggregation differs from that of 1965. Consequently, the 1959-interregional table not only contains fewer sectors (30) but the sector comparability with the 1965 table presents difficulty as well.

The Eurostat input-output tables contain matrices for competitive imports from other EC-countries and separately from non-EC-countries. Hence, the major empirical problem is the allocation of the imports among all EC-countries. For this allocation, Schilderinck used the Eurostat import data. Here a major problem follows from the fact that the 1959 and 1965 import data are not based on the NIMEXE-classification (with which the EC input-output tables are comparable) but on the CST-nomenclature, which itself was extensively revised in 1960.

Hence, the 1959 import data were first regrouped according to the new CST-classification and then both the regrouped 1959 and 1965 import data were reclassified to the NIMEXE-classification that was used for the 1970 and 1975
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import data. Consequently, the comparability of the spatial division of the imports from other EC-countries between 1959, 1965 and 1970, 1975 may be incomplete.

Besides comparability, however, there is also a major problem of reliability with regard to this allocation. It has two aspects.

First, the import data do not reveal the industry or the type of final demand sector by which the imports are consumed. Hence, the column trade coefficient assumption is used. It implies, for example, the assumption that German manufacturing receives the same percentage of its EC-fuel imports from France, as Germany as a whole. The same overall percentage is applied to EC-fuel imports by German market services, German private consumers, etc. As a consequence, one cannot study differences in the intra-EC origin of imports along any row of Schilderinck's I-O tables.

Second, the use of import data means that the intra-EC exports in Schilderinck's tables are estimated with the aid of the import data from the other EC-countries. Hence, they do not have to correspond with the intra-EC exports from the Eurostat national tables. This means that in the tables of Schilderinck (1984), total output along the rows does not equal the value of total production down the columns of the tables. The difference is put in an 'expenditure balance' column. When this column is divided cell-wise by the estimated total of intra-EC exports from the same table, one gets an indication of the estimation error involved in the use of the column trade coefficient assumption.

Besides this empirical inconsistency the expenditure balance also hides a major conceptual inconsistency. The Eurostat data on domestic transactions and foreign exports are measured in producers' prices, whereas the imports are measured in ex customs prices. Consequently, the export data trade and transport margins are shown separately, whereas they are added to the producers' price in the import data. For economic analyses it would of course have been preferable if the import data were also measured in producers' prices.

At the aggregate level of six sectors, the average absolute relative error for intra-EC manufacturing exports is 11.5 per cent (n = 20, 4 years x 5 EC-countries). For fuel and power the relative error is 21.5 per cent and for agriculture 39.8 per cent. Given the regulated character of EC-agriculture and the consequent administrative requirements, this deviation is surprisingly large. The other three sectors hardly export at all (see Figure 1) and therefore we find far larger (relative) estimation errors of 116 per cent for building and construction, 140 per cent for market services
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2 Schilderinck (1984) gives a regional subdivision of this total. For German agriculture this gives, for example, the difference between the use by German agriculture of inputs from all French sectors together and the total export of German agricultural products to France. As a completely different set of products is involved this subdivision does not provide very useful data. Only the row totals of the expenditure balance matrices are of relevance as they represent the totalised error from the intra-EC import coefficient assumption and the pricing inconsistency per sector per country.

3 Schilderinck (1984) only relates the total estimation error (with pluses and minuses added together) of all sectors and all countries to the corresponding total production value. Naturally, this gives very small percentage errors that are misleading for two reasons. First,
and an unmeasurably large (relative) difference for non-market services. Consequently, analyses of the intra-EC pattern of exports for these last three sectors are not very useful.

Analyses of the spatial pattern of intra-EC imports, however, are not precluded by these errors because of the internal consistency of using intra-EC import shares per country to divide the EC-imports of that same country. The same holds true for calculating all kind of input-output multipliers, as long as they use only input coefficients (see Oosterhaven, 1988, 1989, for a critical evaluation of multipliers based on output coefficients). Even so, some care is required if the analysis concerns the last three sectors.

A final and minor difference in the treatment of data relates to the imputed interest of financial institutions. In 1959 this imputed interest is treated as an output that is consumed as part of the financial services used by industries, consumers and government. In the other years Eurostat allocates total imputed interest to the diagonal cell of the financial institutions sector and subtracts it again in the value added row. This of course makes input coefficients, multipliers etc. for this sector non-comparable between 1959 and the later years.

Figure 1. Openness Ratios for Imports
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\(3(\ldots\text{continued})\)

the pluses and minuses partly balance, i.e. absolute errors should have been added, and second, the differences should not be related to total output but to total intra-EC exports to which they apply. The reason for our difference in treatment follows from the fact that Schilderinck conceptually only relates the zero-condition on the expenditure balances to the equivalence of total intra-EC exports and imports, disregarding the intra-EC export-estimation errors and the pricing inconsistency for each sector in each country.
3. SOME EXPLORATORY EMPIRICAL OUTCOMES

Notwithstanding the fact that the comparability of Schilderinck's tables is limited in some respects, these tables do represent a unique data base to analyse the sectoral and spatial interdependency of economic activities within the European Community. Below we will present some first results based on the aggregated tables with six sectors and five EC-countries from Schilderinck (1984).

Figure 1 shows the openness ratios for the average EC-country with regard to its total use of products from each of the six sectors, viz.

\[
1 - \frac{\sum\limits_{r=1}^{EC} \left( z_{i,p}^{m} / z_{p}^{EC} \right)}{\sum z_{p}^{EC}} \times 100\% \tag{1}
\]

where \( z_{i,p}^{m} \) = use by the intermediate or final sector \( p \) in EC-country \( s \) of products from sector \( i \) in EC-country \( r \), and * = summation over the relevant subscript or superscript.

First, Figure 1 shows the well-known difference in spatial mobility of goods versus services, with import ratios of roughly 20 per cent for goods and less than 5 per cent for services. Second, it shows the clear increase in openness of the national EC-markets with respect to all products. The relative decrease in agricultural imports from 1959 to 1965 is surprising. The increase in fuel imports from 1970 to 1975 is mainly explained by higher oil prices and not by a larger relative volume of fuel imports. The strange, even negative, results for non-market services require further investigation, but will most probably be due to changes in the statistical treatment of government production.

Figure 2. Internal vs External EC-Exports
The continuous increase in manufacturing import ratios, from 11.4 per cent in 1959 to 20.5 per cent in 1975, will be due to the abolition of intra-EC tariffs, the lowering of the external EC-tariffs, as well as to technological change leading to increasing scales of production. It is, however, interesting to note that this increase does not apply to all consuming sectors, as follows from the disaggregated analysis which is not shown here. Agriculture, manufacturing and non-market services show a surprising decrease in their relative imports of manufacturing products between 1970 and 1975. The overall increase in manufacturing imports between these years, obviously, relates primarily to the use of final manufacturing outputs by private consumers.

Figure 3. Intra-EC Export-Specialisation Ratios

Figure 4. Extra-EC Export-Specialisation Ratios
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Next, the question should be asked whether this increasing openness primarily relates to intra-EC trade or to trade with other countries (OC). Although, as argued in the last section, the data concerned are a little less reliable, we will look at the export data and investigate if different EC-countries behave differently. Figure 2 shows the ratio of intra-EC exports to extra-EC exports. The time pattern for all countries looks amazingly alike, with a strong growth in this ratio up to 1970 and a remarkable common fall between 1970 and 1975. The probable explanations are the strong increase in the value of the imports from the oil-producing countries and the extension of the EC in 1973, which might have led to a relative decrease of the intra-EC exports between the original five EC-countries.

According to traditional international trade theory, increasing trade will be based on the exploitation of comparative advantages and will undoubtedly lead to specialisation. The new international trade theory, however, which assumes increasing returns to scale, heterogeneous products and imperfect competition is less clear in its predictions, although most authors in most theoretical cases predict an increase in intra-industry trade (see, for example, Helpman and Krugman, 1985), which means that specialisation might increase as well as decrease. Figures 3 and 4 show the changes in specialisation for intra-EC and extra-EC (i.e. OC) exports separately:

\[ \sum \left| \frac{e_i^{rs}}{e_i^{s}} - \frac{e_i^{EC,s}}{e_i^{EC,s}} \right| * 0.5 * 100\% \]  (2)

where \( e_i \) = exports and \( s = \) EC in Figure 3 and OC in Figure 4. Hence, specialisation is measured by means of the summed absolute differences in export shares between the country under consideration and the EC as a whole.

The mixed outcomes are the results of very different underlying developments. Italy's high specialisation in 1959 is caused solely by a 17 percentage point larger share of agriculture in total exports to the EC, whereas its specialisation in exports to OC is caused primarily by a 6 percentage point over-specialisation in exports of market services and only 4 percentage points in agriculture, which it loses by 1965. Italy's re-specialisation in intra-EC exports is mainly due to the strong increase in its manufacturing exports (5 percentage points larger than the EC-average).

The Netherlands provides another remarkable case. In 1959 it specialised in agricultural exports to the EC (a 10 percentage point larger share than the EC-average), but in exports to OC it specialised in market services (+12 percentage points). In 1975, however, its specialisation is entirely due to its export of fuel and power products (+13 per cent to the EC and +11 per cent to OC).

Only Germany consistently specialised in exporting the same type of products, namely manufacturing. The same holds true for Belgium (including Luxembourg) as far as its intra-EC exports are concerned. Its exports to OC, however, partly shifted from fuel products in 1959 (+9 percentage points) to non-market services (+5 percentage points) in 1975.

The obvious question that arises next is whether or not export specialisation goes hand in hand with or even causes specialisation in total output. Figure 5 shows the following specialisation ratios:
\[ \sum_{i} | VA_{i}^r / VA_{i}^r - VA_{i}^{EC} / VA_{i}^{EC} | \times 0.5 \times 100\% \]

Hence, they measure the summed absolute percentage point differences in value added shares between the country at hand and the EC as a whole.

Figures 3, 4 and 5 show no systematic relationship. Figure 5, contrary to Figures 3 and 4, shows clear upward or downward trends in each country except for Germany. Specialization ratios calculated on the cells of the whole intercountry table and ratios calculated along the rows of the table (not shown in this paper) do not show a clear pattern. These (dis)aggregated results must relate to the fact that the traditional international trade theory becomes less relevant as its main assumptions (constant returns to scale, homogeneous products and perfect competition) increasingly become outdated and the product mix in international trade become less and less predictable.

The mirror image of national specialization is the spatial concentration of production in only one or a few countries. In this case one may calculate concentration ratios for total sectoral value added (Figure 6) and one could calculate such ratios for an individual sector for each of the cells along its row (e.g. manufacturing, see Figure 7). The latter ratios are calculated as:

\[ \sum_{r} | \frac{z_{i,p}^{r,EC}}{z_{i,p}^{EC,EC}} / \frac{VA_{i}^r}{VA_{i}^{EC}} | \times 0.5 \times 100\% \]

where \( VA_{i}^r = \) gross added measured at market prices of sector \( i \) in country \( r \). Hence, these ratios show if the production of manufacturing outputs consumed by sector \( p \) is more spatially concentrated than that of manufacturing as a whole.

**Figure 5.** Country Specialisation Ratios for Gross Value Added at M.P.
In Figure 6, the spatial concentration of a sector as a whole is compared with that of the corresponding economies as a whole. The decreasing spatial concentration of agriculture stems directly from the fact that its share in total production decreases most in those countries where it was largest. This does not imply that agricultural products are traded less (see Figure 1). In the case of fuel production, however, we see an increasing spatial concentration between 1970 and 1975 that goes hand in hand with an increase in trade (see Figure 1).

Figure 6. Sectoral Concentration Ratios for Gross Value Added at M.P.
The development in the other sectors is less clear. It is remarkable that the manufacturing sector and the market services both show relatively high levels of spatial concentration, whereas manufacturing products are traded far more than market services (see again Figure 1). Besides international trade, one certainly has to consider the level of development (and possibly also some sectoral classification conventions) as a cause of differences in spatial concentration of production. More developed economies have more services and therefore one finds a spatial concentration of production according to differences in GNP per capita without much trade.

Most of the concentration ratios of individual manufacturing outputs (see Figure 7) show a U-curve development over time, whereas manufacturing as a whole (see Figure 6) shows an inverted U-curve development. At present we have no explanation for this phenomenon. Even more remarkable is the fact that the production of manufacturing exports gets less concentrated between 1970 and 1975, whereas trade in manufacturing products increases (see Figure 1).

The conclusion from this brief exploration of the data from Schilderinck's tables seems to be twofold. Empirically, several as yet unexplained outcomes are observed. In some cases, in view of the specific nature of the data concerned, especially along the rows of the tables, these outcomes may warn us not to jump to conclusions. In some other cases, however, these interesting data show that concentration, specialisation and trade do not exhibit an easy one-to-one relationship to each other. Factors such as the market structure and the level of development also play a role.

4. INDIRECT PRODUCTION EFFECTS

As yet, we have not used these data for the purpose for which they were originally assembled, i.e. to measure the strength and the development of the economic interdependency among sectors and among countries within the European Community. The Leontief-matrix for the complete intercountry EC-tables with five countries and six sectors may be studied directly from Schilderinck (1985). This paper shows only the column totals of the whole matrix (i.e. the national production multipliers). It should be noted that the latter multipliers, contrary to usual practice, include the intra-EC feedback effects between the different EC-countries (see Oosterhaven, 1981, for a further discussion on these feedback effects).

Table 1 shows the indirect production effects (i.e. the multipliers minus the direct effect) by sector, by country, by year. First, note the general sectoral size differences. The goods producing sectors (1, 3 and 4) have larger indirect production effects than the services sectors (5 and 6). Per unit of final demand the latter, however, might well have larger value added effects, which is something that will be studied later.

Second, it should be noted that The Netherlands and Belgium in particular have larger intra-EC spill-overs than the three other larger countries. This is primarily a size effect. For the smaller countries, the rest of the EC is larger than is the case for the other countries.
<table>
<thead>
<tr>
<th>Year</th>
<th>Belgium/Luxembourg</th>
<th>Netherlands</th>
<th>France</th>
<th>Italy</th>
<th>UK</th>
<th>Germany</th>
</tr>
</thead>
</table>

Table 1: Induced Production Effects Per Unit of Final Demand x 1000
Thirdly, it should be noted that these intra-EC spill-over effects for practically all national sectors show a continuous increase in time. Hence, it may indeed be concluded that the interdependency between the EC-countries is increasing, in most cases relatively strongly.

![Figure 8. Indirect Production Effects for Manufacturing Products](image)

![Figure 9. Indirect Production Effects for Market Services](image)
There are, however, some exceptions that mainly relate to The Netherlands. The Dutch fuel & power industry shows a decrease in the spill-over effect from 1959 to 1970, but this decrease and the subsequent increase between 1970 and 1975 may also be observed in the indirect domestic effect. Both changes may be explained by the demise of the coal industry and the rise of the exploitation of natural gas. Parallel increases and decreases in domestic and intra-EC effects are also found for Dutch market services. In this case, a simple explanation is not yet available.

Fourth, if we look at the overall EC indirect effect over time, no clear pattern emerges. This implies that in several cases an increase in intra-EC spill-over effects will be found that will be counter-balanced by a reduction of the domestic indirect effects. Hence, the idea of a Fortress Europe certainly is not confirmed with these data from 1959 to 1975. The development per sector over time is also not clear.

Total indirect EC-effects from agriculture do show a general increase, but there are several exceptions. The size of the indirect effects from French agriculture in 1959 and from Italian agriculture in all years appear to be rather small. The increase in both the indirect domestic effects and the EC-imports due to German and Belgium agriculture is rather remarkable.

The Dutch U-curves for fuel and power are found back in the other EC-countries, but only for the total-EC indirect effects. Certainly, the Dutch story does not apply to the other four countries, but the increase from 1970 to 1975 will be due to the oil price rise noted earlier.

Manufacturing (Figure 8) changes much less than the first two sectors. The increase in the indirect effects from German manufacturing stands out. The larger part of these increases relate to indirect domestic effects. More time will be needed to analyse these effects and to explain why France, for example, shows a decrease in its indirect domestic as well as in its total EC-effects for manufacturing after 1965. The building and construction sector shows similar change.

As opposed to manufacturing and building, the changes in the indirect effects from market services in Germany and France look very similar (see Figure 9). Finally, the differences in size of the indirect effects of non-market services seem to decrease. Given the measurement problems of public production further investigation is also needed here.

Naturally, the differences in the indirect effects per sector per country are not too striking if they are considered only at the aggregated level of six sectors. A more disaggregated analysis may show more revealing differences and may clarify some of the unexplained differences found above.

5. CONCLUSION

This paper reports on some first explorations of a set of intercountry input-output tables for the five old EC-countries for 1959, 1965, 1970 and 1975 (Schilderink, 1984). The tables provide unused and new possibilities for analysis. It appears, however, that old or new trade theory alone will be insufficient to explain changes in trade and industrial structure. Furthermore, it became clear that some care is needed in using such data because of changes in statistical practices and because of the use of the column trade coefficient assumption to construct these tables.
Finally, studying interdependency coefficients at the level of the six aggregated sectors shows a consistent increase in intra-EC spill-over effects, whereas domestic interindustry interaction shows rather diverse patterns of development.

The next phase of investigation will have to proceed along two lines. First, further exploration of the tables at the disaggregated level of 30 and 44 sectors is necessary. Second, an extension of the series with tables for 1980 (e.g. those of Langer, 1987) and 1985 will be needed. Before such an extension is undertaken, however, an evaluation of alternatives to the column trade coefficient assumption, such as gravity approaches, reconciliation techniques or extended RAS-procedures, is necessary as well as a solution to the producers' / ex customs prices inconsistency (see Boomsma, Van der Linden and Oosterhaven, 1991).
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